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How to use the QNAP Turbo NAS as a VMware datastore
via iSCSI

This document shows you how to configure the QNAP Turbo NAS as a VMware datastore
for the vSphere 4.0 environment by the built-in iSCSI feature. All the x86-based Turbo
NAS models (e.g. TS-x39, TS-x59, TS-509, TS-809) support this feature. Refer to the
comparison table:

http://www.gnap.com/images/products/comparison/Comparison NAS.html

The Turbo NAS allows you to set up VMware clusters using VMware HA(2) and VMware
FT(3).

iSCSI is a block level storage, and iSCSI datastore is an ideal storage for block 10

oriented application like databases.

Gigabit Ethernet LAN
ESX Host
(ISCS| initiator)

Qnap NAS With ISCSI
targets

ESX Host
(ISCS! initiator)
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Important notice:

Requirements:

° The firmware version of the NAS must be 3.2.0 or later.

e The VMware vSphere server version must be ESX 4.0 or above OR ESXi 4.0 or

above.

If your NAS is configured as an EXT4 disk volume, update the NAS firmware to version

3.2.1 build 1231 or above, and disable the write cache in “"System Administration” >

“Hardware”.

=] Overview
4 ) System Administration
% General Settings
e | Metwork
)

s SECUTITY

“ Motification

M Power Management

2 MNetwork Recycle Bin

£, Backup System Settings
%, System Logs

Wi Firmware Update

*

m

Hardware

Hardware

Enable configuration reset switch

Enable light signal alert when the free size of disk is less than the valu
Enable alarm buzzer (beep sound for error and warning alert)

[l Enable write cache (for EXT4)

The write cache setting is disabled by default in the NAS firmware version 3.2.1 while it

is enabled by default in the previous firmware versions.
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Create an iSCSI LUN on the Turbo NAS

First of all, create an iSCSI logical unit number (LUN) on your Turbo NAS and call it
ESXDataStore02. The name of the iSCSI LUN will be:
iqn.2004-04.com:NAS:iSCSI.ESXDataStore02.BBA3D9

For the details of creating an iSCSI target and LUN, see the application note “Create and
use the iSCSI target service on the QNAP NAS” on
http://www.QNAP.com/pro features.asp

ESX 4.0 does not support LUN larger than 2TB (2048GB). Therefore, you will not
be able to use a LUN larger than 2TB.

The Turbo NAS supports multiple LUN per target. This feature allows you to
extend the capacity of your 2TB iSCSI datastore by adding a LUN to your target.

VMware is able to use multiple LUN for its datastores. We will use this feature to

increase the capacity of the datastore to over 2TB. Refer to page 20 for more details.

Once the LUN has been created, you can add it to your datastore as illustrated below.

©Copyright 2010. QNAP Systems, Inc. All Rights Reserved.
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Enable iSCSI software adapter in vSphere center

ﬁ Eﬁ Home [ g Inventory b [3f] Hosts and Clusters
& & 98
E [ QNAPVCENTER
= [fy Qnap Datacenter

[ff david_test_drs_cluster
@ 10.8.13.100

172.17.23.26 VMware ESX, 4.0.0, 171

Getting Started | Summary | Virtual M

Hardware

Processors
Ebjause v 2ka-01 Memary
(3 PM-jauss-w2ka-02

(3 Redhat 5.0 Storage

Metwarking
v Storage Adapters
Metwork Adapters

Considering that your vSphere Center is properly and minimally set up, enable the iSCSI

software adapter.

©Copyright 2010. QNAP Systems, Inc. All Rights Reserved.



Select the host. Click the “Configuration” tab and select “Storage Adapter”. Select
“iSCSI Software Adapter” (scroll down to see it). Then click “Properties” in the “Details”

panel.

172.17.23.26 VMware ESX, 4.0.0, 171294

Getting Started | Summary | Virtual Machines ' Resource Allocation | Performance  [EeliifsE sl [asks

Hardwane Storage Adapters sfresh Rescan...
Processors B | Type | . 0
Memory & wvmhba3z Block S5CSI
st ! QLE406Xc iSC5I Host Bus Adapter

rage & vmhbao i5CSI ign.20

S & vmhba1 iSCSI ign.20
;  Storage Adapters iSCSI Software Adapter
e TIor S {3 iscslsoftware Adapter i5C5I
Advanced Settings
Details
Software
Py ties...

Licensed Features Modd: AR
Time Configuration iSCSI |:'JEITIE:
DS and Routing iscsI Alias:
Power Management Connected Targets: Devices: Path:

You can see that the adapter is disabled.

(2) iSCSl Initiator (ISCSI Software Adapter) Properties E=NAEN X

| General |D1fnamic Discovery | Static Discovery I

—isCSI Properties
Marne:
Alizs:

Target discovery methods:

— Software Initiator Properties ‘f_-\
Status: ( Disabled )

CHAP... | J.:'.'a-':&:..V Configure...

©Copyright 2010. QNAP Systems, Inc. All Rights Reserved.
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To enable the iSCSI software adapter, click “Configure”.

() iSCS1 Initiator (iSCSI Software Adapter) Properties oo B S

General ID}mamic Discovery | Static Discovery I

—iSCSI Properties
MName:
Alias:

Target discovery methods:

— Software Initiator Properties

Status: Disabled
e —
CHAP... Advanced...

Check the option “Enabled” and click “"OK".

:'@ General Properties — u

iSCSI Properties
SCSIName: |

i5CSI Alias: |

tatus
v Enabled)

©Copyright 2010. QNAP Systems, Inc. All Rights Reserved.
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The iSCSI software adapter is enabled.

@ i5CSI Initiator (vmhba34) Properties

General |Dynamic Discovery I Static Discovery

—ISCSI Properties
Mame:
Alias:

Target discovery methods:

ign. 1998-01.com, vmware:esx 1-33ac 1bad

Send Targets, Static Target

— Software Initiator Properties
Status: Enabled
CHAP... Advanced... Configure...

©Copyright 2010. QNAP Systems, Inc. All Rights Reserved.




Connect your QNAP iSCSI target LUN to your VMware
host

There are 2 ways to connect your iSCSI target:

e Automatic discovery: Select this option to discover and connect the iSCSI targets
automatically every time you restart your VMware host. To use this option, you
need a dedicated NAS for your datastore.

° Static discovery: Select this option to connect the iSCSI targets manually.
Automatic discovery (a dedicated NAS required)

For automatic iSCSI target detection, you can use Dynamic Discovery to automatically
add all the LUN from the NAS. Go to the “"Dynamic Discovery” tab. Click “Add” to add
your NAS IP address. Then click "OK”".

I nitiator (vmhba roperties
iSCSI Ini {vmhba324) Properti o (e e

| | .
| General, Dynamic Discovery ]5 tic Discovery ] I
Send Targ

Discover iSCSI targets dynamically from the following IP addresses:

iSCSI Server Address

©Copyright 2010. QNAP Systems, Inc. All Rights Reserved.
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" (@ Add Send Target Server =S

iSCSI Server: |1u.s. 10.9|
Port: S2a0
Inheritance;

Authentication may need to be configured before a session can
@ be established with any discovered targets.

CHAP... | Advanced...

QK Cancel | Help

The IP address of your NAS will be shown on the list.

= hl
(=) i5CSI Initiator (vmhba34) Properties o= | S|
General Dynamic Discovery | Static Discovery I
Send Targets
I Discover iSCSI targets dynamically from the following IP addresses: I
" ———
rECEI Server Addres
10.8.10.9:3260
]
N
Add... Remowve I Settings... |
Cloze | Help |
A

©Copyright 2010. QNAP Systems, Inc. All Rights Reserved.



On the “Static Discovery” tab, you will find the iSCSI target that you have created before.

Click “OK".

(2 iSCSl Initiator (vmhba34) Properties =] B s

Generall Dynamic Discovery  Static Discovery |

Discovered or manually entered iSCSI targets:

iSCSI Server Address | Target Name

10.8.10.9:3260 ign.2004-04.com:NAS:SCSLESKDataStore02.BBA30

Click “Yes” to allow a rescan of the software iSCSI bus adapter.

] Rescan L &Jw

& Arescan of the host bus adapter is recommended for this configuration
LE change. Rescan the adapter?

Note from VMware “iSCSI_SAN_Configuration_Guide”: Each time you remove a static
target added by dynamic discovery, the target might be returned to the list the next time

a rescan takes place, or the HBA is reset, or the host is rebooted.

©Copyright 2010. QNAP Systems, Inc. All Rights Reserved.
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Static discovery

To add your iSCSI target manually, go to “Static Discovery” and click “"Add".

|- Rl
(5 iSCSl Initiator (vmhba34) Properties [E=SREER
e —————
General I Dynamic Dismvery@
Discovered or manually entered iSCSI targets: U
i5CSI Server Address | Target Name |
Add... | Remove | Settings. .. |
.

Enter the IP address of your NAS and the iSCSI target name that you created previously.
In this example, enter “ign.2004-04.com:NAS:iSCSI.ESXDataStore02.BBA3D9".

You can login the NAS and go to "Disk Management” > “iSCSI"” to check the name of the
iSCSI target.

Home >> Disk Management > > iSCSI Welcome admin | Log

Overview .
& [ System Administration iSCSI Target
Coerimamms>

2 Volume Management [ 1scs1 TARGET ||
. RAID Management

{24 HDD SMART
Elbaennted File System

iSCSI Target List

» Create New iSCSI Target

I+ ] Access Right Management
&+ 2] Metwork Senices
I+ [ Applications

| ign.2004-04.com:NASiSCSI ESXDataStore02.BBA3DY I 500.00 GB Connected

©Copyright 2010. QNAP Systems, Inc. All Rights Reserved.
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After entering the details, click “"OK".

[ @ Add Static Target Server u1

iSCSI Server: |1u.s.1u.9

Port: 3260

i5C5I Target Mame: |04-04.mm:NAS:iSCSI.ESXDBEStﬂrEUZ.EEAL{H

Inheritance:

@ Authentication may need to be configured before a session can
be established with the spedfied target.

CHAP... Advanced...

oK Cancel | Help

The iSCSI target LUN will be shown on the list.

@ iSCEl Initiator (vmhba3d) Properties =L

Il General I Dynamic Discovery  Static Discovery

f Discovered or manually entered iSCSI targets:

i5CSI Server Address | Target Name

10.8.10.9:3260 ign.2004-04.com:NAS:SCSLESXDatastorel2. B6..

©Copyright 2010. QNAP Systems, Inc. All Rights Reserved. 14
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Create and enable the new datastore

Once the iSCSI target has been connected, you can add your storage on that LUN. Go

to your VMware host storage management.

Select your host (the NAS). On the “Configuration” tab, select “"Storage” and click “Add

n”
storage”.
() QNAPVCENTER - vSphere Client [ = E i
- e m— o~ — —_— E N

File Edit View Inventory Administration Plug-ins Help
‘E} Home b g Inventory b [l Hosts and Clusters H@ Search Inventory |Q|
g e
&) [ QAPVCENTER 172.17.23.26 VMware ESX, 4.0.0, 171294

B [f Qnap Datacenter
& david test drs cluster Getting Started | Summary ! Virtual Machines ' Resource Allnr=tics ' Mol ...:n'. Tasks & Events  Alarms | Permissions | Map

10.8.13.100
B N _——_W VEWLM—

Processors

F ‘//—-—“Iﬁt'a_stms
R dtS DZkﬁ-Ol LA Identification - Device | Capacity | Free
(< |
N " Storage a WM_Working_Dir & Normal 172,17.23.244:V... 2.68TB 2.63TB NFS
ng a Storagel(2) & Norma Local ATA Disk (t.. 23150 GB  223.52GB wmfs3

Storage Adapters
Network Adapters L
Advanced Settings F

Refresh Del Add Storage...

Software < m 3

Licensed Features Datastore Details Properties...

Time Configuration

DNS and Routing

Power Management

Virtual Machine Startup/Shutdown
Virtual Machine Swapfile Location
Security Profile

©Copyright 2010. QNAP Systems, Inc. All Rights Reserved.
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Select “"Disk / LUN” and click “"Next”.

e
@ Add Storage

Select Storage Type

Specify if you want to format a new volume or use a shared folder over the network?

= Disk/LUN
Select Disk/LUN
Current Disk Layout
Properties
Formatting
Ready to Complete

tor

" Disk/LUN

Create a datastore on a Fibre Channel, iSCSI, or local SCSI disk, or mount an existing YMFS volum:

" Network File System

Mount a shared folder over a network connection as a datastore.

@ Adding a datastore on Fibre Channel or iSCSI will add this datastore to all hosts that have access

to the storage media.

P
H Mext > I)

I < Back Cancel |
L%

The LUN of your NAS that has been connected previously will be shown.

Add Storage
@ g

P ==

Select Disk/LUN

Selecta LUN to create a datastore or expand the current one

= DiskilUM
Select Disk/LUN

Name, Identifier, Path ID, LUN, Capacity, Expandable or VMFS Label contains: ~ I Clear

Current Disk Layout MName

Formatting
Ready to Complete

| L. Path ID [un |

Properties IETiSCSI Disk (t10.8...  t.£ffn.2004-04.com:NAS: I 5CSLESXDataStore02.664305 3 0

©Copyright 2010. QNAP Systems, Inc. All Rights Reserved.
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Select the LUN and click “"Next”.

Add Storage El&u
@ 9 il
Current Disk Layout
‘fou can partition and format the entire device, all free space, or a single blodk of free space.
Bl Disk/LUN Review the current disk layout:

Select Disk/LUN

Current Disk Layout Device Capacdity Available LUMN

Properties IET iSCSI Disk (£10.9454450000000000000000001000000020... 500.00 GB 499,99 GB 1]

Formatting Location

Ready to Complete fvmfs/devices/disks/t10.9454450000000000000000001000000020065810000000F0
The hard disk is blank.
|
|
|
|
There is only ane layout configuration available. Use the Next button to proceed with the other wizard pages.
A partition will be created@
e —
Help | < Back ‘ Next = h Cancel
e

As you can see above, the disk is empty. We can read the capacity and a message that

says: “A partition will be created and used”. Click “"Next”.

E Digk/LM

Enter a datastore name
Select Disk/LLIM
Current Disk Layout ESXDataStore02
Properties
Farmatting

Ready to Complete

©Copyright 2010. QNAP Systems, Inc. All Rights Reserved. 17
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Enter the datastore name, which is "ESXDataStore02” in this example. You are free to

name it as you want.
Choose your maximum file size. For example 1TB with a block size of 4 MB, depending

on the size of your virtual machines.

() Add Storage Elﬂu [

Disk/LUN - Formatting
Specify the maximum file size and capacity of the datastore

& DiskjLUN —Maximum file size
Select Disk/LUN
Current Disk Layout Large files require large block size. The minimum disk space used by any file is equal to the file system black size.
Properties [y
Formatting I

Ready to Complete

—Capadity

|
| V¥ Maximize capadty |499.99 3: GB

Then, click "Next”. You will see a review of all the settings.

() Add Storage Elﬁu

Ready to Complete
Review the disk layout and dick Finish to add storage

Disk/LUN Disk layout:
Ready to Complete
Device Capadity Available LuN
IET iSCSI Disk (t10.94544500000000000000000010000000200... 500.00 GB 499.99 GB o

'wmfs/devices/disks/t10.945445000000000000000000100000002006581000000DF0

Primary Partitions Capacdity
| VMPFS (IET iSCSI Disk (+10.94544500000000... 499.99 GB
|
|
| File system:

Properties

Datastore name: ESKDataStore2

Formatting
File system: VMFS-3
Block size: 4MB

Maximum file size: 1024 GB

Help < Back | Finish I Cancel

©Copyright 2010. QNAP Systems, Inc. All Rights Reserved. 18



Click “Finish” to enable the datastore.

After a few seconds, you will see your new datastore on your NAS.

View: |Datastores Devi{al

Datastores

Refresh

Delete

Add Storage...

Identification | Status
B vM_working_Dir & Normal
B ESDatastorenl & Normal

172.17.23.244:vM_Working_Dir
10.8.10.9:/share/ESXDataStoredi
Local ATA Diak{tlﬂATA

Capacity| Free| Type | LastUpdate
2.68 TB 2.62TB NF5
45723 GB 44149 GB NFS

9/28/2009 18:28:58
9/28/2009 18:28:58

231,50 GB___223,52 GB_vmfs3 9/29/2009 18:28:58

Storagel(2) & _Normal
ES¥DataStore2 & Normal

IET iSCSI Disk (£10.9454450000...

49975 GB  499.19 GB wmfs3 9/29/2009 18:28:58

©Copyright 2010. QNAP Systems, Inc. All Rights Reserved.
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Extend your datastore to more than 2TB

This part shows you how to create an iSCSI datastore with a capacity larger than 2TB.

Supposedly you have a 2TB LUN connected to your ESX, used for a datastore.

VMware ESX, 4.0.0, 208167
Bd

summary | Virtual Machines ' Resource Allocation

Performance  [esnilME e Tasks & Events | Alarms | Permissions ' Maps

View: |Datastores Devices

Stare

Fs

— | Status | Device |
& MNormal

e Norma

QNAPiSCSIDisk ...
g = .

BM-ESX5 Serial ...

Now connect to the NAS, and create a new LUN. (You can choose to create a new

target with a new LUN, or create a LUN and add it to an existing target.)

Here, we are going to add a LUN to an existing target.
Create a new LUN only:

iSCSI Quick Configuration Wizard
| want to create

© iscsl Target with a mapped LUMN
© isCsl Target only
@ iSCSILUN only

Create an iSCSI LUN

LUN Allocation: & Thin-Provisioning @
@ |nstant Allocation

LUM Name: splitlun

LUN Location: | Rajgs Disk: Drive 1224567 8 ||
Free Size: 1499 GB

Capacity:

©Copyright 2010. QNAP Systems, Inc. All Rights Reserved. 20
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Once the LUN has been created, it will be shown on the list.

Target Management

m Quick Configuration Wizard will assist you to create an iSCSI target and LUN.

iSCS Target List
E] big2 (ign.2004-04.com.gnap:ts-809u:iscsi.big2.8d770f) Connected
L i60- big2 (2048.00 cB) Enabled
Total: 1 | Display entries per page. M 4 .. I

Un-Mapped iSCS| LM List

splitlun 1200 GB

E Total: 1 | Display entries per page.

Select the LUN and click the up arrow on the “Action” column to map the LUN to an

existing target.

Map LUN to Target - splitlun

ign.2004-04 com.gnap:ts-809uiscsi.big2. 8d770f

Select your target and click “"APPLY".

©Copyright 2010. QNAP Systems, Inc. All Rights Reserved. 21



On the vSphere client, go to “"Configuration” > “Storage Adapter” and click “Rescan”.

172.17.23.25 VMware ESX, 4.0.0, 208167

Getting Started | Summary | Virtual Machines ' Resource Allocation | Performance

s | Storage Views

Configuration WREEL GRS TRl H
Refresh 'Rescan... I

Advanced Settings

| Software
[

Rescan everything.

ICH10 4 port SATA IDE Controller
L
Details

Ianheare Storage Adapters
Processors Device | Type | WWN I -
Memory ISCsI software Adapter
y
Storage @ vmhba34 iSCSI ign.1998-01.com.vmware:vmware-25-62873750: |
. ICH10 2 port SATA IDE Controller

TMetworkin
S—— {3 vmhba2 Block SC5I

I e e (& vmhba3 Block SCST
Metwork Adapters

Bl crer

¥ Scan for Mew Storage Devices

Rescan all host bus adapters for new storage devices.
Rescanning all adapters can be slow.

¥ scan for New VMFS Volumes

Rescan all known storage devices for new VMFS volumes that
have been added since the last scan. Rescanning known

storage for new file systems is faster than rescanning for new
storage.

©Copyright 2010. QNAP Systems, Inc.
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After the rescan is finished, you will be able to see the two LUNs: 2TB and

1200GB(1.17TB).
Storage Adapters Refresh Rescan...
Device | Type WINN
iSCSISoftware Adapter
@ vmhba34 ISCSI iqn.1998-01.com.vmware:vmware-25-62873750:
ICH10 2 port SATA IDE Controller
{3 vmhba2 Black 5C51
& vmhba3z Block SCSI
ICH10 4 port SATA IDE Controller
% umhhkat Blarl creT
Details
vmhba34 Properties...
Model: iSCSI Software Adapter
ISCSI Mame: ign. 1998-01.com. vmware :vmware-25-62873750
i5CSI Alias:
Connected Targets: 3 Devices: 6 Paths: 3
View: Im %
—
| Runtime Name | LUN | Type Transport | Cap acity| Owner -
105765bbf1fdcf05d43fadd0fods) wmhba34:C0:T5:L0 0 disk iSCSI 2.00TB NMP
1051bb2950fd7b65d4259d 379245) wmhba34:C0:T5:L1 1 disk iSCSI 1.17TB NMP E
ce a vmhba3a:Co:T3: i AN
[ i =

©Copyright 2010. QNAP Systems, Inc. All Rights Reserved.
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You can extend the existing datastore to that new LUN. Right click the datastore and

select “Properties”.

172.17.23.25 VMware ESX, 4.0.0, 208167

Getting Started | Summary | Virtual Machines

Hardware

Processors

Resource Allocation

Perfarmanc

Configuration

Mernory
etworking
Storage Adapters

Metwork Adapters
Advanced Settings

Software

Licensed Features
Time Configuration
DMS and Routing

Browse Datastore...
Alarm

Rename
Delete

Refresh

Copy to Clipboard  Ctrl+C

MAP i5C5ID
MAP i5C5ID
F2.17.22.93:0

Power Management

You can see the 2TB LUN.

" Your Datastore Properties

Volume Properties

General Format
Datastore Mame:  Your Datastore Rename | File System: VMFS 3.33
) Maximum File Size: 256 GB
Total Capadty: 2.00TB Increase... |
Block Size: 1MB

Extents Extent Device
A VMFS file system can span multiple hard disk partitions, or The extent selected on the left resides on the L
extents, to create a single logical volume. disk described below.

QNAPISCSI Disk (naa.6001405765bbf1fdcf0...

©Copyright 2010. QNAP Systems, Inc.
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Click “Increase”.

Your Datastore Pro

Volume Properties
General
Datastore Mame:  Your Datastore

Total Capadity: 2.00TE

Select the LUN you have created and click “"Next”.

(&) Increase Datastore Capacity e a AMD phenom 9850 quad core 5;!_

Extent Device
Select a LUM to create a datastore or expand the current one

Extent Device
Current Disk Layout
Extent Size

Ready to Complete

MName, Identifier, Path ID, LUN, Capacity, Expandable or WMFS Label c... = I Clg

Follow the instructions to increase the volume capacity.

Review the current disk layout:

Device Capadity Available LUMN
QMAP iSCSI Disk {naa.s0014051bb2450f... 1.17TE 1.17TEB 1
Location

Jvmfs/devices/disks/naa.60014051bb2950fd7b65d4259d9792d5

The hard disk is blank.

There is only one layout configuration available. Use the Next button to proceed with the other wizard
pages.

A partition will be created and used

©Copyright 2010. QNAP Systems, Inc. All Rights Reserved.
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Capacdity

¥ Maximize capadity

IIEDD.IJI] 3: GB

Review the proposed disk layout for the new extent device:

[fvmfs/devices/disks/naa.60014051bb2950fd7b65d4258d9742d5
Primary Partitions

Capacity
VMFS [QMNAP iSCSI Disk (naa.60014051bb29... 117 TB

The following YMware file system will be increased as shown:

Properties

Device Capadity Available LUM
QMNAPi5CSI Disk (naa.60014051bb2950fd... 1L.17TB 1.17TB 1
Location

Datastore name:

Extents
Your Datastore
Formatting .
File system: YMFS-3 Total capadty:
Block size: 1MB
Maximum file size: 256 GB

OQMAP iSCSI Disk (naa. 600140576 5bbf1fd
QMAP iSCSI Disk (naa.50014051bb2950fc

The operation lasts for a couple of seconds.

All Rights Reserved.
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When finished, the capacity of your datastore capacity has increased by the second LUN

Volume Properties
Format

General
Datastore Mame:  Your Datastaore Rename | File System: VMFS 3.33
Maximum File Size: 256 GB

Total Capadty: 3.17TB Increase. .. |
Block Size: 1MB
Extents Extent Device
The extent selected on the left resides on the LUM or physical

A VMFS file system can span multiple hard disk partitions, or
disk described below.

extents, to create a single logical volume.,

BExtent

QNAPISCSIDisk (naa.6001405765bbf1fdcf0..
QNAPISCSIDisk (naa.60014051bb2950fd7b..

View: |Datastores Devices
Refresh Delete

Datastores
Identification = | Status | Device Free | Type | LastUpdate
Q Mormal QMNAP iSCSIDisk ... 3.17 T8 vmfs3 42/2010 15:43:38
125.50 GBE wmfs3 4f2/2010 15:33:45

135.50 GB

3 ‘YourDatastore
Storagel

IBM-ESXS Serial ...

MNarmal

For more details, please refer to the VMware documentation.

©Copyright 2010. QNAP Systems, Inc. All Rights Reserved.
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Advices:

e Refer to iSCSI_SAN_Configuration_Guide from VMware (“Networking Configuration
for Software iSCSI Storage”), you can easily set up a Failover with Software iSCSI
adapter.

e As each network connection is 1Gb/s, keep in mind that each connection you add to
the NFS share will be shared with others. Depending on the requirement: idle VM
will need a few of I/0O whereas VM with high disk activity will need a lot of I/0.

e You can enable “Balance-alb” bonding mode or 802.3ad aggregation mode (an
802.3ad compliant switch required) to allow inbound and outbound traffic link
aggregation.

e ESX 4.0 does not support a LUN with a capacity larger than 2 TB (2048 GB).
Therefore, you will not be able to use a larger capacity with only 1 LUN (see “Create
an iSCSI LUN on the Turbo NAS” on page 5).

SPC-3 persistent reservation: For more details, please read the FAQ.
VMware HA: High Availability. If a VM fails, it will be restarted to a new host.
VMware FT: Fault Tolerance. It provides continuous availability by having identical

virtual machines running on separate hosts.
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